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Quantum mechanical plus molecular mechanical direct chemical dynamics were used, with electrospray tandem
mass spectrometry experiments, potential energy surface calculations, and RRKM analyses, to study the gas-
phase collision-induced dissociation (CID) of protonated urea. The direct dynamics were able to reproduce
some of the experimental observations, in particular the presence of two fragmentation pathways, and, thus,
to explain the dynamical origin of the two fragmentation ions observed in the CID spectra. A shattering
dissociation mechanism takes place during the collision, and it becomes more important as the collision energy
increases, thus explaining the linear increase of the high-energy reaction path (loss of ammonia) versus collision
energy. By combining the different theoretical and experimental findings, a complete dynamical picture leading
to the fragmentation was identified: (i) Oxygen-protonated urea, the most stable structure in the gas phase,
must first isomerize to the nitrogen-protonated form. This can happen by multiple CID collisions or in the
electrospray ionization process. (ii) Once the nitrogen-protonated isomer is formed, it can dissociate via two
mechanisms: i.e, a slow, almost statistical, process forming a NH4

+--NHCO intermediate that rapidly dissociates
or a fast nonstatistical process which may lead to the high-energy products.

I. Introduction

Collision-induced dissociation (CID) is an important experi-
mental method to study structures, energetics, and kinetics of
small molecules,1-3 clusters,4-7 and organic8-10 and biological
molecules.11-14 In CID, an ion is energized by collisions with
a rare gas atom or unreactive molecule such as N2. In the limit
of low-energy collisions, electronic excitation is unimportant
and the collisions transfer a fraction of the translational energy
to vibrational/rotational energy of the molecular ion so that it
can eventually dissociate. It is possible to monitor, after CID,
the residual parent and product ions.

Fragmentation of the ion may occur by the following two
limiting mechanisms: (i) the vibrational energy flows through
the ion’s modes, and, after intramolecular vibrational energy
redistribution (IVR), the ion dissociates; (ii) the collision locally
activates one (or few) vibrational mode(s), and fragmentation
occurs within one vibrational period. The former model provides
a statistical picture that can be described by kinetic models like
RRKM theory15 or phase space theory (PST).15,16 Mechanism
(ii) is a pure dynamical model where the reaction time is much
shorter than the IVR time. Such nonstatistical mechanisms were
evoked to explain the fragmentation of large molecules, for
which statistical models predict fragmentation times so long that
fragmentation is not experiencedswhile there is evidence that
these systems dissociate.17 One nonstatistical mechanism, identi-
fied as “shattering”,18,19 occurs in surface-induced dissociation

(SID),20-23 where the projectile ion fragments as it collides with
the surface. In contrast, CID is usually thought of as providing
statistical dissociation in accord with RRKM theory. However,
shattering dissociations and non-RRKM dynamics have been
observed in previous experiments24 and simulations25 of CH3SH+

+ Ar CID, experiments26 and simulations27 of CH3SCH3
+ +

Ar CID, and simulations28,29 of Cr+(CO)6 + Xe and H2CO+ +
Ne CID. Moreover, it has been suggested from simulations that
nonstatistical fragmentation dynamics might also be important
for CID of protonated amino acids and peptides.30,31

Chemical dynamics simulations32 can model CID processes
by calculating an ensemble of trajectories for which the
projectile ion and inert gas collide with a given relative
translational energy and all possible relative collision orienta-
tions present in CID experiments are sampled.33 This method,
which requires hundreds or thousands of trajectories for statisti-
cal relevance, can be done by using an analytic28 potential energy
function or by direct dynamics.29 For some special cases it is
possible to use an analytic function which includes unimolecular
decomposition paths for the ion,28 but more common is to use
a molecular mechanical (MM) potential for the ion, which does
not describe unimolecular decomposition. The latter yields the
efficiency of translation-to-vibration energy transfer in CID.34

With direct dynamics a quantum mechanical (QM) model is
used for the ion, and decompositions which occur during the
simulation time length29 can be studied. Ab initio direct dynamics
for CID become very computationally expensive as the size of
the ion grows, and thus it can be useful to treat only the ion by
QM and use MM potentials for interactions with its collision
partner.34

Urea, the first synthetic organic compound, and its derivatives
are of great industrial36-38 and biomedical39-42 significance.
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Since the structure of urea presents key functional groups of
larger biomolecules, the reaction dynamics of this model
molecule provide some insights into the CID behavior of larger
molecules. Urea has been used as a model system in recent
experimental and theoretical studies43,44 of gas-phase divalent
cation stability. Protonated urea has been studied in the gas phase
using both direct equilibration45 and Cook’s kinetic method,46

providing experimental thermodynamic stability of the ion and
structural information by coupling experiments with computa-
tional methods. The neutral species was studied by computa-
tional methods by Dixon and Matsuzawa as a model for the
study of nonlinear optical properties.47

In the work presented here, the gas phase CID of protonated
urea was investigated by combining electrospray tandem mass
spectrometry (ESI-MS/MS) experiments with electronic struc-
ture QM calculations and QM+MM direct chemical dynamics
simulations. This latter approach provides useful information
regarding fragmentation mechanisms and relationships between
the observed fragments (in both the experiments and simula-
tions) and dissociation mechanisms. Protonated urea is a good
model system since its potential energy surface (PES) is
relatively simple with only two minimum energy structures.46

The CID simulations were done for both of these structures to
investigate the role of the initial structure on the dynamics.
RRKM and kinetic analyses of the unimolecular decomposition
of protonated urea were performed, based on the PES deter-
mined with MP2 theory, to determine the dynamics predicted
by statistical theory and compared with those found in the direct
dynamics simulations and experiments.

II. Experimental Method

Electrospray MS/MS mass spectra were recorded on a
QSTAR PULSAR i (Applied Biosystems/MDS Sciex) hybrid
instrument (QqTOF) fitted with a nanospray source. Typically,
6 µL of an aqueous solution of urea (10-4 mol L-1) was
nanosprayed (20-50 nL/min) using borosilicate emitters
(Proxeon). The sample was ionized using a 900 V nanospray
needle voltage and the lowest possible nebulizing gas pressure
(tens of millibars). The declustering potential DP (also referred
to as “cone voltage” in other devices), defined as the difference
in potentials between the orifice plate and the skimmer
(grounded), ranged from 0 to 60 V. The operating pressure of
the curtain gas (N2) was adjusted to 0.7 bar by means of pressure
sensors, as a fraction of the N2 inlet pressure. To improve ion
transmission and subsequent sensitivity during the experiments,
the collision gas (CAD, N2) was present at all times for
collisional focusing in both the Q0 (ion guide preceding the
quadrupole Q1 and located just after the skimmer) and Q2
(collision cell) sectors. Protonated urea was mass-selected using
Q1 and allowed to collide with N2 at various collision energies
ranging from 8 to 30 eV in the laboratory frame (the collision
energy is given by the difference between the Q0 and Q2
potentials). The resulting fragments were separated by a time-
of-flight (TOF) analyzer after orthogonal injection. Low gas
pressures (typically 1-2 10-5 mbar) were used to limit multiple
ion-molecule collisions. Urea was purchased from Aldrich (St.
Quentin-Fallavier, France) and was used without further puri-
fication. All the measurements presented hereafter were carried
out in 100% water purified with a Milli-Q water purification
system.

III. Computational Details

A. Geometry Optimizations and RRKM Analyses. Ge-
ometry optimizations of minima and saddle points on the

protonated urea potential energy surface (PES) were performed
using MP2 with the 6-31G* basis set and the much larger aug-
cc-pVTZ basis set, which serves as a reference. Energies of the
fragmentation products were calculated at both levels of theory.
Vibrational frequencies for all stationary points were calculated
with both basis sets and used in the RRKM calculations. These
calculations were performed using Gaussian03.48

RRKM theory15 was used to obtain microcanonical rate
constants for protonated urea isomerizations, using the standard
expression

where σ is the reaction path degeneracy, N#(E - E0) is the sum
of states at the transition state (TS), F(E) is the reactant’s density
of states, and h is Planck’s constant. The TSs are located at
saddle points on the PES. The sum and density of states were
calculated from vibrational frequencies using the direct count
algorithm, as implemented in the RRKM code developed by
Zhu and Hase.49

Rate constants obtained by RRKM or PST were used to
perform a kinetic analysis using the vibrational and rotational
energy transfer probabilities obtained from nonreactive trajec-
tories. Thus, the probability of the two fragmentation pathways
were calculated (as done in ref 50) for t ) 2.5 ps, which is the
“time limit” of the dynamics.

B. Potential Energy Function for CID Simulations. The
potential energy function for the collision system, consisting
of protonated urea (urea-H+) and the projectile (Ar), is written
as

where Vurea is the intramolecular potential energy of urea-H+

and VAr-urea is the Ar/urea-H+ intermolecular potential. The
intramolecular potential energy, Vurea, was obtained from MP2/
6-31G* calculations, which represents the isomerization and
dissociation pathways of urea-H+. The intermolecular potential
is expressed as a sum of two-body terms between Ar and the
atoms of urea-H+, with each two-body term given by

This potential is purely repulsivesc is always positivesand
was developed to simulate CID of protonated peptides.51 The
same parameters (Table 1) were used as reported in this earlier
study. The use of a purely repulsive potential is justified by the

TABLE 1: Intermolecular Potential Energy Parameters for
Urea-H+ + Ara

potential a b c

ArC 8471.329 4.648228 304.6066
ArH (NH) 4220.855 2.982401 3.719138
ArO 12914.72 2.681826 99.56698
ArO (OH) 15387.06 2.698321 90.09528
ArN (sp2) 8186.600 2.328971 218.8906
ArN (sp3) 13609.85 2.433643 101.5290
ArH(OH) 8696.623 4.196012 304.6066

a Parameters from ref 51. Units are kcal/mol, Å-1, and kcal Å9/
mol for a, b, and c, respectively.

k(E) )
σN#(E - E0)

hF(E)
(1)

V ) Vurea + VAr-urea (2)

VAr-urea ) a exp(-br) + c

r9
(3)
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fact that the potential energy minimum between Ar and urea-
H+ is small, with respect to the collision energies considered
here. In addition, the key feature to consider in CID simulations
is the short-range repulsion which is responsible for energy
transfer and ensuing projectile ion fragmentation.

C. Direct Dynamics Trajectory Simulations. Two urea-
H+ structures were considered for the direct dynamics simula-
tions: one protonated on oxygen (OPr) and one on nitrogen
(NPr), with their geometries optimized at the MP2/6-31G* level
of theory. As discussed below, the potential energy minimum
of NPr, calculated with MP2 and the 6-31G* and aug-cc-pVTZ
basis sets, is 9.7 and 13.8 kcal/mol higher in energy, respec-
tively, than that for OPr. Thus, for thermal conditions there is
negligible population of the NPr isomer. However, ESI experi-
ments are likely to be nonthermal for small systems. Several
reports have demonstrated that isomerization of ions can take
place during the ESI process,52-54 and internal proton transfer
previous to decomposition starting from a protonated carbonyl
compound was also observed.55 Consequently, there may be a
substantial population of NPr. Thus, for the work presented here,
collisions with both OPr and NPr were investigated in the direct
dynamics simulations. A model 300 K temperature was used
for each isomer.

Initial conditions for each urea-H+ isomer were chosen by
adding a quasi-classical 300 K Boltzmann distribution of
vibrational/rotational energies about the isomers’ potential
energy minima.56-58 Energies for the normal modes of vibration
were selected from a 300 K Boltzmann distribution. The
resulting normal mode energies were partitioned between kinetic
and potential energies by choosing a random phase for each
normal mode. A 300 K rotational energy of RT/2 was added to
each principal axis of rotation for the isomers. Vibrational and
rotational energies were transformed into Cartesian coordinates
and momenta following well-known algorithms implemented
in VENUS.59,60 The isomer was then randomly rotated about
its Euler angles to take into account the random directions of
the Ar + urea-H+ collisions. Relative velocities were then added
to Ar + urea-H+ in accord with the center-of-mass collision
energy and impact parameter. Collision energies of 101.5, 130.5,
and 145.1 kcal/mol were considered, corresponding to laboratory
frame energies of 14, 18, and 20 eV, respectively. The impact
parameter, b, was chosen randomly between 0 and bmax. The
latter was fixed to the value of 3.0 Å from geometrical
considerations and the finding that collisions with larger values
of b did not transfer sufficient energy to fragment urea-H+. This
value was reduced to 2.5 Å for the OPr simulations since, as
shown in the results section, no fragmentations were observed
in the CID simulations using OPr as the starting structure.

The trajectories were calculated using a software package
consisting of the general chemical dynamics computer program
VENUS9659,60 coupled to Gaussian03.48 The latter was used to
calculate the potential energy and gradient for the urea-H+

intramolecular potential. The classical equations of motion were
integrated using the velocity Verlet algorithm61 with a time step
of 0.2 fs that gives energy conservation for both reactive and
nonreactive trajectories. The trajectories were initiated at an
ion-projectile distance of 7.0 Å, large enough to guarantee no
interaction between the ion and the colliding atom, and halted
at a distance of 100 Å to allow substantial intramolecular motion
of the urea-H+ ion. This corresponds to a total integration time
of ∼2.5 ps. A trajectory was also stopped if the ion dissociates.
In that case, the criterion distance of 7.0 Å was also used to
guarantee no interactions between fragments. For each simula-

tion, identified by the collision energy and urea-H+ isomer,
approximately 250 trajectories were calculated.

IV. Results and Discussions

A. Mass Spectrometry and CID Experiments. The nano-
electrospray spectrum (not shown) of an aqueous solution of
urea is particularly simple as it exhibits only three significant
peaks at m/z of 61, 83, and 121. The former, which is clearly
overwhelming, corresponds to protonated urea and the latter to
a protonated urea dimer as confirmed by its MS/MS spectrum
(loss of 60 Da corresponding to one urea molecule). The
protonated dimer is observed under mild source/interface
conditions (typically with a cone voltage set to 0-10 V), and
its abundance rapidly decreases as this voltage is increased. The
peak at m/z ) 83 corresponds to an adduct of urea with residual
sodium.

Protonated urea was mass-selected by the first quadrupole
and then allowed to collide with N2 in the Linac collision cell
(Q2). A typical MS/MS spectrum is given in Figure 1. Two
dissociation channels are observed, giving rise to ammonium
ions NH4

+ (m/z ) 18) and a m/z ) 44 species associated with
the loss of ammonia. These channels correspond to

The MS/MS spectra are very likely obtained under a multiple-
collision regime. With the CAD parameter (which controls the
amount of N2 introduced into Q2) set to its minimum value,
the pressure value measured by the ion gauge, located near the
vicinity of Q2, is about 2 × 10-5 torr. But, according to several
reports, the actual pressure inside Q2 is closer to 10-2 torr.62

Given the length and the internal diameter of Q2 (22 and 4.1
cm, respectively), the mean free path for a moving N2 molecule,
according to the gas kinetic theory, is roughly 5 mm at 10-2

torr. So a molecule of N2 may undergo tens (up to 40) of

Figure 1. MS/MS spectra of protonated urea recorded at a collision
energy of 20 eV (laboratory frame) for a (a) 15-180 and (b) 15-100
mass range chosen for quadrupole transmission.

path 1: urea-H+ f NH3+CONH2
+

path 2: urea-H+ f NH4
+ + OCNH
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collisions within Q2. This is a lower limit for the urea-H+ ions
of interest which have a larger diameter and, thus, a larger
collision cross section.

In order to check the effect of the collision energy on the
branching ratio, the collision energy was varied from 8 to 30
eV in the laboratory frame (Figure 2). This corresponds to center
of mass collision energies ranging from 2.3 to 8.5 eV. It was
found that 8 eV (Elab) is the smallest value of the collision energy
for which a sufficient amount of fragment ions could reach the
detector after orthogonal injection in the TOF. However, at 8
eV, no fragmentation occurred. The lowest collision energy for
which fragmentation was observed is 9 eV.

As illustrated in Figure 2, the formation of ammonium ions,
path 2, dominates whatever the collision energy. It is worth
noting that the observation of ammonium ions is not straight-
forward. Similar experiments carried out on a triple quadrupole
instrument resulted in the observation of m/z ) 44 ions, path
1,63 but a surprisingly small amount of ammonium ions. On
the other hand, observation of ammonium ions on the QSTAR
was possible but strongly dependent on two interdependent
parameters: i.e., the frequency of the orthogonal injection pulse
and the chosen mass range which controls the way that ions
are transferred through the first and second quadrupoles. Ions
are indeed usually passed through Q1 and Q2 in several “hops”
over the chosen mass range. Each hop consists of a chosen m/z,
which in turn corresponds to a selected radiofrequency. At that
particular value, quadrupoles transmit for a well-defined time
(50% of the scan time when 2 m/z are chosen, 33% for 3 m/z,
and so on) all the ions from 80% to fivefold the chosen m/z.
Consequently, changing the mass range can have dramatic
effects on the abundance of ions observed in both the MS and
MS/MS spectra as illustrated by Figure 1a, b. QqTOF instru-
ments are known for discriminating low mass ranges and are
not designed to study very small ions such as NH4

+ and urea-
H+. One needs to pay attention to the way ions are transferred
within Q1 and Q2 in order not to lose ions due to improper
transmission.

B. Potential Energy Surface and RRKM Analyses. Either
the oxygen or nitrogen of urea may be protonated, providing
two isomers, oxygen-protonated (OPr) and nitrogen-protonated
(NPr). OPr is known to be more stable in the gas phase.46 MP2

calculations give the same result, with both the 6-31G* and
MP2/aug-cc-pVTZ basis sets, as shown in Figure 3. This figure
also gives energies for all the stationary points found from the
MP2 calculations. There are three minima, connected by two
TSs, and two fragmentation channels. The potential energy curve
in Figure 3 has important features that are useful to understand
and rationalize the observed CID dynamics. First, OPr can
isomerize to NPr via a proton transfer TS which has a barrier
of ∼41 kcal/mol. This proton transfer is necessary to obtain
subsequent fragments that cannot be obtainedsat least in a static
picturesdirectly from the most stable minimum, OPr. The direct
chemical dynamics simulations of CID, starting with OPr, can
shed light on this aspect. The NPr structure is a key structure
to produce both experimentally observed fragments, i.e., NH4

+,
m/z 18, and CONH2

+, m/z 44.
Finally, there is a third minimum, called “Compl”, which has

almost the same potential energy as the most stable isomer OPr.
This intermediate is a NH4

+--NHCO complex (structure in
Figure 3), from which it is possible to form the more stable
fragments NH4

+ + OCNH (path 2) from NPr via TS2. On the
other hand, the high-energy fragments NH3 + CONH2

+ (path
1) are directly linked to NPr and produced by the direct loss of
NH3. Thus, a direct dynamics simulation of CID, with NPr as
the starting structure, can determine if it is possible to form
both sets of fragments from this isomer.

It is also of interest to investigate the RRKM rate constants
for the isomerizations OPrT NPr and NPrf Compl. The rate
constants for the OPr T NPr isomerizations, as obtained from
MP2/6-31G* and MP2/aug-cc-pVTZ energies and frequencies,
are shown in Figure 4. These isomerizations occur on a
10-1000 ps time scale, at the collision energies of the CID
experiments, and thus statistical theory predicts that they should
be unimportant for the 2.5 ps time scale of the direct dynamics
simulations (as discussed below, on average ∼50% of the
collision energy is transferred to internal degrees of freedom
of urea-H+). Figure 5 gives the RRKM rate constants for the
NPr f Compl reaction, which leads to the path 2 fragments.
These rate constants are much larger than those in Figure 4,
and statistical theory predicts that the NPr f Compl reaction
should be observed during the 2.5 ps direct dynamics simula-
tions. Of interest is the actual dynamics observed in the
simulations, including possible nonstatistical effects.

As discussed below, a substantial amount of rotational energy
is transferred to the urea-H+ isomers in their collisions with

Figure 2. Intensity of precursor and fragment ions generated upon
CID of protonated urea (for the 15-180 mass range quadrupole
transmission).

Figure 3. Potential energy profile for the dissociation of the two
protonated urea isomers, OPr and NPr. There are two dissociation
pathways. Energies are in kcal/mol, calculated at the MP2/6-31G* and
MP2/aug-cc-pVTZ (in parentheses) levels of theory. Optimized struc-
tures are also shown. Oxygen is red, nitrogen blue, carbon gray, and
hydrogen white.
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Ar. This energy has a negligible effect on the OPr T NPr
isomerizations, but does affect the NPrf Compl isomerization.
TS1, which mediates the OPr T NPr isomerizations, has a
heavy-atom equilibrium geometry very similar to those for OPr
and NPr. Thus, the TS1 moments of inertia are nearly the same
as those for OPr and NPr, and rotational excitation does not
have a significant effect on the OPr T NPr isomerization rate
constants.15 In contrast, the moments of inertia for TS2 are larger
than those for NPr, and rotational excitation increases the NPr
f Compl rate constant as shown in Figure 5.

C. Direct Dynamics Simulations. 1. Efficiency of Energy
Transfer. Direct chemical dynamics simulations, of collisions
between Ar and both urea-H+ isomers, were performed for
101.5, 130.5, and 145.1 kcal/mol relative collision energies, to
study the effects of low, medium, and high collision energies.
Figure 6 shows the resulting average energy transfer to the
internal degrees of freedom of both isomers versus impact
parameter b. Energy transfer is similar for both isomers, with a
somewhat higher efficiency to NPr. It is nearly constant over a
broad range of b and then gently decreases as b increases. For
small b f 0, the energy transfer efficiency also decreases. The
maximum is approximately 50% of the collision energy.

Energy transfer to urea-H+ includes both vibration and
rotation, and their individual transfers are shown in Figure 7
for the OPr isomer. Similar results (not shown) are found for
the NPr isomer. At small b, less than 0.5 Å, energy transfer to
vibration dominates, but for larger b energy transfer to rotation
is more important. For b ) 0, the collision is with the urea-H+

center of mass and has no orbital angular momentum, and
energy transfer to rotation becomes inefficient. At the larger b,
energy transfer to rotation is approximately a factor of 2 larger
than that to vibration. Since the probability of a collision with
b is proportional to b, energy transfer to rotation is much more
important than to vibration. Averaging the results in Figure 7
over b gives approximate percentages of energy transfer to

Figure 4. RRKM rate constants versus vibrational energy for OPr f
NPr (black curves) and NPr f OPr (red curves) isomerization. Solid
lines, MP2/6-31G* PES; dotted lines, MP2/aug-cc-pVTZ PES. There
is no rotational energy.

Figure 5. RRKM rate constants for the NPrf Compl reaction versus
vibrationl energy for different total rotational energies. Solid line, MP2/
6-31G* PES; dashed line, MP2/aug-cc-pVTZ PES. Different rotational
energies are added: 10 kcal/mol (in black), 30 kcal/mol (in red), and
50 kcal/mol (in green). The same rotational energy is added to each
rotational axis: i.e., for a total rotational energy of 30 kcal/mol, 10
kcal/mol is added to each rotational axis.

Figure 6. Percentage energy transfer to the internal degrees of freedom
(vibration + rotation) of the two urea-H+ isomers versus impact
parameter for the three collision energies: OPr, solid line; NPr, dashed
line. Uncertainties are standard deviation of the means.
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rotation of 22, 20, and 21% for the 101.5, 130.5, and 145.1
kcal/mol collision energies, respectively, while the respective
energy transfers to vibration are 11, 12, and 14%. The
percentage energy transfers are not strongly dependent on the
collision energy, particularly for rotation. Efficient energy
transfer to projectile ion rotation has also been found in previous
simulations of CID, and this efficiency depends on the projec-
tile’s structure.64,65 Energy transfer to rotation is more probable
for ions with anistropic, nonspherical-like structures, and the
current results for Ar + urea-H+ are consistent with these
previous findings.

To interpret the urea-H+ fragmentation dynamics, and also
to apply RRKM theory, it is important to know the correlation
between urea-H+ vibrational and rotational excitation. This is
illustrated by the scatter plots in Figure 8 for OPr excitation at
the different collision energies. There is not a strong correlation

between the vibrational and rotational energy transfer. However,
for the largest rotational energy transfers, there is a small
anticorrelation between the vibrational and rotational excitations;
i.e., for a large rotational excitation, the vibrational excitation
tends to be small.

2. Fragmentation Dynamics. While energy transfer is very
similar for the two isomers, their ensuing unimolecular dynamics
are much different. With OPr as the starting structure, no
isomerizations or fragmentations were observed at either of the
three collision energies investigated. This is in agreement with
the RRKM rate constants in Figure 4, which say that isomer-
ization to NPr only occurs on time scales longer than the 2.5
ps time scale of the simulations. No reaction channels are
available to OPr for the simulation time scale.

In contrast, for the NPr simulations fragmentation occurs via
both reaction channels. Figure 9 shows the probabilities of
forming the path 1 and path 2 fragmentation products and the
percentage of the initial urea-H+ ion remaining at the end of
the simulation, for the three collision energies studied. Very
good qualitative agreement is found with the experimental
results reported in Figure 2. In particular, the decrease in the
parent ion intensity (m/z ) 61) is very similar for the
experiments and simulations, reaching 50% for both at 20 eV.
The increase of the fragmentation products versus collision
energy is also similar for the experiments and simulations. There
is a linear increase of the m/z ) 44 ion population, corresponding

Figure 7. Percentage of collisional energy transfer to vibrational and
rotational degrees of freedom of OPr versus impact parameter for
different collision energies.

Figure 8. Scattering plot of rotational versus vibrational energy
distributions obtained from nonreactive OPr trajectories for the three
collision energies. The horizontal line identifies the barrier to reach
TS1.

Figure 9. Percentages of remaining NPr reactant (9), NH3 + CONH2
+

products for path 1 (0), and NH4
+ + OCNH products for path 2 (]),

for the three collision energies. Total percentage, (s); ET percentage,
(---); shattering percentage, ( · · · ). In blue we show results obtained
from kinetic analysis.
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to path 1, and the m/z ) 18 ion intensity first increases with
collision energy and then reaches a plateau. The relative intensity
of the two fragmentation ions may be strongly affected by the
experimental transmission/detection setup, and thus, a full
quantitative comparison between the experiments and simula-
tions is not possible.

An important contribution from the simulations is an atomic-
level description of the fragmentation dynamics. As described
in the Introduction, it is possible to define two different
fragmentation mechanisms: (i) shattering and (ii) energy transfer
(ET). The reactive trajectories are categorized by whether
dissociation occurred by shattering or ET. Figure 9 and Table
2 give the percentages of the NPr trajectories fragmenting via
ET and shattering versus the collision energy, for both path 1
and path 2. It is seen that the path 1 products are primarily
formed by shattering. This implies that to form these products,
instead of the much lower energy path 2 products, requires the
nonstatistical shattering mechanism in which the collision
deposits energy into NH3 + CONH2

+ relative motion leading
to direct dissociation without IVR. Only a very small fraction
of the NH3 + CONH2

+ fragmentation occurs by the ET
mechanism. The linear increase in the probability of path 1
shattering versus collision energy is consistent with more
probable initial localization of energy in NH3 + CONH2

+

relative motion with increase in the collision energy. A similar
effect is seen in surface-induced dissociation (SID).66,67

In contrast, the path 2 products are formed by both the
shattering and ET mechanisms. The probability of shattering
increases, and the probability of ET fragmentation decreases,
with increase in collision energy. The combination of these two
effects gives rise to the observed plateau for the probability of
path 2 in the simulations. In experiments this plateau is observed
(i.e., m/z ) 18 in Figure 2) for higher collision energies than in
the simulations. This difference is probably due to the fact that
the simulations underestimatesas shown in the next sectionsthe
formation of path 2 products via the ET mechanism. Thus, the
plateau arising from a balance between the shattering and ET
mechanisms is found at lower collision energies in the simulations.

Dissociation of NPr via the ET mechanism occurs within the
2.5 ps time scale of the direct dynamics simulations, which is
the same time scale as predicted by RRKM theory for NPr to
cross the rate-controlling TS2 (Figure 5) leading to path 2.
Figure 10 gives the time-dependent probabilities of forming the
path 1 and path 2 products and for reactant ions remaining, for
the different collision energies. The path 2 products dominate
at each collision energy, with the path 1 products becoming
more important with increase in collision energy. The path 1
products are formed at shorter times as compared to those for
path 2. This is a result of the importance of shattering for path
1. With increasing collision energy, the path 2 products are
obtained in shorter times because of faster ET dissociation and
an increasing importance of shattering.

It is interesting to note that the trajectories taking the high-
energy path 1 reaction channel proceed faster as compared to
the low-energy path 2 channel. This is due to the fact that path
2 is obtained via both a fast shattering and a slow ET

TABLE 2: Percentages of Different Trajectory Types and Their Average Lifetimes To Form Fragmentation Products for NPr
CIDa

% <time>

CE ) 101.5 CE ) 130.5 CE ) 145.1 CE ) 101.5 CE ) 130.5 CE ) 145.1

no reaction 61.2 46.09 44.18
path 1/shattering 5.2 12.35 16.46 540.3 345.4 353.9
path 1/ET 2.0 4.12 2.41 902.0 1119.6 721.7
path 2/shattering 9.6 20.58 23.69 697.1 624.2 548.5
path 2/ET 22.0 16.87 13.25 1245.3 1120.0 944.9

a CE is the collision energy, and ET is the energy transfer fragmentation mechanism. CE is in kcal/mol, and time is in fs.

Figure 10. Probabilities of forming path 1 products (---), path 2
products (- · - · -), and NPr reactant (s) versus time. Results are given
for each of the three collision energies.
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mechanism, while path 1 is mainly reached via fast shattering.
Furthermore, the shattering mechanism leading to path 1
products is faster than the shattering mechanism leading to path
2 products.

Table 2 gives the average times needed to obtain the path 1
and path 2 products with NPr as the projectile ion. These times
are given as a function of the fragmentation mechanism, i.e.,
shattering or ET, and the collision energy. To assist in
interpreting these times, it is useful to consider the different
atomic-level dynamics for the dissociation paths. Ammonia for
path 1 can be obtained by a sudden elongation of one C-N
bond, while forming NH4

+ for path 2 requires proton transfer
in addition to C-N bond rupture. If C-N elongation is not
sufficient to directly form the NH3 + CONH2

+ products, the
NH4

+ + OCNH products may be formed via either shattering
or ET. The former mechanism proceeds as discussed above,
while ET may happen in two ways. First, elongation of the C-N
bond may be sufficiently slow so that the leaving NH3 has
enough time to attach the proton, forming NH4

+ and taking the
path 2 low-energy channel. In agreement with these dynamics
is the very small probability of the ET mechanism for path 1.
Second, ET may occur via formation of a NH4

+--NHCO
complex that is similar to the Compl structure of Figure 3. With
its excess energy, this complex quickly dissociates forming the
path 2 products. None of these complexes survive at the end of
the simulations.

For the MP2/6-31G* level of theory used for the direct
dynamics simulations, the OPr f NPr isomerization barrier of
TS1 is 41.3 kcal/mol and the barrier for NPrf NH3 + CONH2

+

dissociation, path 1, is nearly the same and 40.0 kcal/mol (see
Figure 3). Thus, simply based on these energetics, it may seem
surprising that NPr dissociates via path 1, while OPr f NPr
isomerization does not occur. The origin of this difference is
tied to the large rotational excitation of the urea-H+ isomers.
As discussed above in section IV.B, rotational excitation does
not promote OPr f NPr isomerization since the TS1 moments
of inertia are nearly the same as those for OPr. On the contrary,
rotational excitation of NPr facilitates path 1 since the dis-
sociating system’s moments of inertia increase, with two
approaching infinity as the C-N bond ruptures and the
fragments separate. These dynamics transfer rotational to
vibrational energy, thus enhancing path 1. The statistical
modeling of this effect is treated by variational RRKM theory,15

and such RRKM calculations are important for future studies.
3. NonreactiWe Urea-H+ Ions. There is a nonnegligible

amount of urea-H+ ions (i.e., ∼50% for the NPr starting
structure, see Table 2, and 100% for OPr) which are vibra-
tionally/rotationally excited but do not isomerize or dissociate
during the 2.5 ps time scale of the simulations. The vibrational
and rotational energy distributions of these ions are shown in
Figures 11 and 12 for the NPr and OPr starting structures,
respectively. Most of the nonreactive NPr ions have low
vibrational energies and an insufficient amount to reach the path
1 products, as shown by the vertical line at 40 kcal/mol. More
ions have sufficient vibrational energy to reach TS2 (the vertical
line at 15.56 kcal/mol) and form the path 2 products, but the
fraction is still small. After 2.5 ps of internal vibrational
dynamics and IVR, it is likely that decomposition of these ions
is statistical, and thus, even if they contain sufficient energy to
follow path 1, they will follow path 2. Thus, an excellent model
is one that assumes ions with vibrational energy in excess of
the TS2 barrier will form the path 2 products, increasing the
population of path 2 and giving better agreement with experi-
ment (Figures 2 and 9).

From Figure 11 it is found that the percentage of nonreactive
trajectories that have enough vibrational energy to pass the TS2
barrier, thus forming path 2 products, is 16, 22, and 28% for
the 101.5, 130.1, and 145.1 collision energies, respectively.
Rotational energy can also assist the formation of Compl via
TS2 (see Figure 5), thus augmenting the population of path 2
products and giving even better agreement with experiments.
Looking for principal axes of inertia of TS2 and Compl
structures, we note that one axis is almost parallel to the breaking
C-N bond, so that rotational energy on that axis will not
contribute to dissociation. Assuming the approximation that
rotational energy is equally distributed, we can quantify the
internal energy of nonreactive NPr trajectories as Eint ) Evib +
2/3 Erot. In Figure 13 we show the Eint distribution from which
we can calculate the percentage of nonreactive trajectories with
enough energy to pass the TS2 barrier, thus forming path 2
products, finding 39, 52 and 63% for the 101.5, 130.1, and 145.1
collision energies, respectively.

Using the vibrational and rotational energy distributions,
obtained from nonreactive NPr trajectories, we performed a
kinetic analysis using RRKM theory (for path 2) and PST (for
path 1) rate constants; i.e. as above it was assumed that the
rotational energy is equally distributed between the three
rotational axes so that Eint ) Evib + 2/3 Erot is available for
transfer to vibration. In Figure 9 we show the probability of
following path 1, path 2, and the parent ion (m/z ) 61) as a
function of collision energy, and we compare these results with
the simulations. Note that the path 1 products have a very small

Figure 11. Nonreactive NPr trajectories’ vibrational and rotational
energy distributions for the three collision energies. The vertical lines
identify the barriers to reach TS2 and the path 1 products from NPr.
As discussed in the text, rotational energy can assist crossing TS1 and
reaching the path 1 products.
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probability, even smaller than the ET simulation results. This
is quite expected since the ET dynamics do not involve full
IVR as assumed by the statistical approach. On the other hand,
the kinetic analysis overestimates the path 2 probability for both
the simulations and experiments (see also Figure 2). Finally,
good agreement was found for the yield of the parent ion, arising
from a compensation between over- and underestimations of
path 2 and path 1 probabilities.

Figure 12 gives the same analysis as above, but for the OPr
trajectories. The critical barrier here is the one for TS1, yielding

OPrf NPr isomerization. At the lowest collision energies there
are no ions with sufficient energy to reach the TS1 barrier. For
the 130.5 and 145.1 collision energies, 2 and 9% of the OPr
molecules have sufficient energy to pass TS1. For this reaction,
rotational energy does not have an important role in crossing
the TS1 barrier. However, as discussed above, multiple collisions
are possible in the experiments. Thus, these ions may acquire
the needed energy to cross the TS1 barrier by successive
collisions. This isomerization is expected to occur on a longer
time scale, and RRKM theory predicts the resulting NPr ions
will preferentially form the path 2 products.

V. Conclusions

In this work we have studied the collision-induced dissocia-
tion of protonated urea in the gas phase combining experimental
ESI-MS/MS studies with direct chemical dynamics. A QM+MM
approach was employed, which is able to catch key features of
experimental results. In particular we noticed that even for a
system that has a simple PES and a simple CID spectrum, the
rationalization of the fragmentation pathways is not straight-
forward. The statistical unimolecular dissociation theory mainly
seems to hold for high-barrier cases and for low-collision
energies. In fact, direct dynamics results have shown that the
shattering mechanism is important also for CID and the
probability of having such nonstatistical dynamics increases as
the collision energy increases. Moreover, this mechanism is
responsible for the formation of high-energy products (ammonia
loss) that cannot be formed by a slow statistical dynamics
because in that case the low-energy dissociation channel (path
2) has time to be opened. Note that the high-energy path ion
(m/z 44) was found also in experiments. In addition, the direct
dynamics chemical simulations were able to find and explain
the physical basis of the presence of this ion, while statistical
calculations underestimate the probability of forming this ion
in the time length of the simulations.

Another important aspect pointed out by the dynamics is that
the low-energy oxygen-protonated urea-H+ isomer does not react
in the simulation time length (2.5 ps), neither to give directly
the observed fragments (or other nondetected fragments) nor
to isomerize into the nitrogen-protonated structure that can, later,
dissociate to the observed ions. For this isomer, we found that
single collisions modeled by the simulation often transfer a small
amount of vibrational energy, such that OPr f NPr isomeriza-
tion cannot occur. Furthermore, OPr ions formed with enough
energy to isomerize do not on the time scale of the simulations.
Of course, in CID experiments multiple collisions can give
sufficient energy to OPr molecules for isomerization. Also, if
they are only slightly excited above the barrier, they will
isomerize if the dynamics is followed for longer times. Then
the formed NPr structure can directly dissociate or be further
excited by additional collisions, producing the two observed
fragments.

This proposed mechanism involving oxygen-to-nitrogen
proton transfer before fragmentation was found experimentally
in different systems, in particular for proton transfer from a
carbonyl site.55,68-71 This observation led to the ”mobile proton
model.72-75

Another possible source of quantitative discrepancy between
experiments and simulations is the different colliding projectile
used. Experiments were done using N2, while simulations were
done using Ar for which a classical semiempirical potential was
already developed and tested. The differences can come not only
from atomic weight differences but also from the rotational and
vibrational energy of N2 that can play a role in ion activation.
Our theoretical studies are actually moving in those directions.

Figure 12. Nonreactive OPr trajectories’ vibrational and rotational
energy distributions for the three collision energies. The vertical line,
for the vibrational distributions, identifies the barrier to reach TS1. As
discussed in the text, rotational energy is expected to provide negligible
assistance in crossing TS1.

Figure 13. Nonreactive NPr trajectories’ internal energy (Eint ) Evib

+ 2/3 Erot) distributions for the three collision energies. The vertical
lines identify the barriers to reach TS2 and the path 1 products from
NPr.
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